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https://www.kaggle.com/datasets/taruntiwarihp/phishing-site-urls

Pa3paboraTh 1 npoTecTUpOBaTh MOJIENH ITyOOKOro 00y4ueHus uist kKiaccudukanuu GpuinuHra Ha
OCHOBe aaraceta. [IpoBecTy cpaBHUTENBHBIN aHAIN3 PA3INYHBIX AJITOPUTMOB.

9Tanpl BLINOJHEHUS
1. lToaroroBka qaHHLIX

1. 3arpy3ka qaHHBIX
o Cxkauarp natacer ¢ Kaggle u 3arpy3uth B cpeay pa3padorku (Google Colab,
Jupyter Notebook, PyCharm).
o MHcnonp3oBare pandas u numpy s pabOTHI ¢ JaHHBIMHU.
2. AHaJu3 JaHHBIX
o OmnpenenuTs NENEBYIO IEPEMEHHYO (MeTKa (PUITMHTOBEIN caliT / 6€30IMacHBIHA
caur).
[TpoBeputs O6ananc kiraccoB (value counts()).
o MW3yuuth TekcToBblie npu3Haku (Hanpumep, URL, moMeHHOE UMsI, TapaMeTphI 3a-
mpoca).
o IIpoBeputs Hanuume npomnymieHHbx 3HaueHu# (df.isnull().sum()).
3. IIpeno6padoTka JaHHBIX
o 3aroJHUTH WM yIAIHUTh MPOITYIIEHHBIC 3HAYCHHSL.
o OYHCTHUTH TEKCTOBbIE JaHHBIE (YJalleHHE CIIeIIMaTbHBIX CHUMBOJIOB, HOpMalu3a-
us).
o IIpeobpa3oBars Tekct B uncnoBoii popmar (TF-IDF, Word2Vec, FastText,
CountVectorizer).
o Pa3zmenuTh qaHHBIC HA 00YUAOIY0 U TECTOBYIO BeIOOpKH (train_test_split).
[Ipeobpa3oBarh naHHbIE B hopMaT, MOAXOASIINN A5 Heilpocereil (reshape,
to_categorical 1715 11€71€BOM epeMEHHOMN).

2. O0yuyeHne HEHPOHHBIX ceTel
OOy4uTh M IPOTECTUPOBATH TPU TUIA HEHPOHHBIX CETEil:
2.1 IToanocBsi3Has HelipoHHasn ceTh (Dense Neural Network, DNN)
ApxuTeKTypa:
e Bxoanoti crnoii (Input Layer).
o Heckonbko ckpbIThIX ci1oeB ¢ Dense u ReLU.
e Dropout (u1st mpeaoTBpaIIeHus IepeoOyIeHNs).
o Brixoanoii cioii ¢ sigmoid (eciu 6uHapHas kinaccudukanus) uiam softmax (ecau MHOTO-

KJIacCcOBast).

buoauorexku:


https://www.kaggle.com/datasets/taruntiwarihp/phishing-site-urls

o TensorFlow/Keras
e Dense u3 tf.keras.layers

I'unepnapameTpsl AJ1sl HACTPOHKM:
e KosmmuecTBO C10€B U HEUPOHOB.
e learning rate (omtumuzarop Adam).
o batch_size, epochs.
2.2 Ceeprounas Heiiponnas cetb (Convolutional Neural Network, CNN)
ApxurekTypa:
e Bxognoii cnoit (Input Layer), npeoOpa3syrommuii nanusie B 2D-Matpuiry.
o Embedding cioii st mpeacTaBieHust CHMBOJIOB U CJIOB B BEKTOPHOM BHUJIE.
e ConvlD cnou nns 06pabOTKH TEKCTOBON HHPOPMAIIHH.
o BatchNormalization u ReLU jis1 yny4meHus: CXOTUMOCTH.
e MaxPooling1D ansi cHIKEHUS Pa3MEPHOCTH.
e Flatten u Dense st kitaccudukarym.
bubauorexkn:
o Embedding, ConvlD, MaxPoolinglD, Flatten, Dense u3 tf.keras.layers.
I'mmepnapamertpsbi:
e KonuuectBo ¢punbTpoB u pazmep aapa B ConvlD.
o Pasmepnocts MaxPooling1D.
o KomuuectBo Dense-cnoes.
2.3 PexyppentHas HeiiponHas ceTb (Recurrent Neural Network, RNN)
ApxuTeKTypa:
o Embedding cnoii qyist mpencTaBiaeHus CIOB B BUJIE MJIOTHBIX BEKTOPOB.
e LSTM unu GRU cnoii 1yig 06paboTku nocneaosareabHocTu cumBosioB URL-anpeca.
e Dropout u BatchNormalization ans perynspusanuu.
e Dense cio#t 11t kiaccuguKaimm.
bubauorexn:
o Embedding, LSTM, GRU us tf.keras.layers.
I'mnepniapamerpsi:
e KomnuectBo LSTM-HelipoHOB.
o KommnuectBo cinoes LSTM.
o Pasmep batch_size.

3. Onenka MmoaeJen

1. MeTpuku KayecTBa



daccuracy
precision
recall
F1-score
ROC-AUC
2. Kpocc-Baanaanus
o Hcnons3oBanue KFold mnu StratifiedKFold.
3. Busyaausauus o0yueHust
o [I'padukmu loss u accuracy 1o smoxam.
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4. AHAJIN3 U BBIBOJbI

1. CpaBHUTB pe3ysbTaThl BCEX MOJEIEH:
o Kakas apxutektypa pabortaer jtyuie?
o Bpewms oOyueHus kaxxaoi MOaEH.
o Kak 06paboTka BXOTHBIX JJAHHBIX BIHSAET HA PE3YJIbTAT?
2. CpenaTh BBIBOJIbI O IPUMEHUMOCTH HEHPOCETEBBIX MOJIeIIEH K 3a/1a4e Kilaccu(uKauuu
(PUILMHTOBBIX CAWTOB.

5. TpeOoBaHus K 0TUYETY
1. Kox ¢ KOMMEHTapHsIMH.

2. TI'paduxu u TabIHILBI C pe3yIbTaTAMH.
3. OrmnucaHue pe3yibTaTOB U BbIBOJBI.



